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A large number of seemingly diverse coefficients have been proposed as
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indic§$¥§§ dependability, or reliabblity, for domain-referenced and/or

R o Q,»ﬁéstery tests. In this paper, it is shown that most of these indices

are special cases of two generalized indices of agreement, one that is

N

- \ corrected for'chance, and one that is not. The specidl cases of these
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two indices are determined by assumptions about the nature of the\agree-

ment function ok, equivalently, the nature of the loss function for the

wow

oo \ tésting procedure. For examplé, indices discussed by denh (1976),

»

Subkoviak {1976), and Swaﬁinathan, Hambletpﬂ, and Algina (1974) employ

a ﬁhreshold»agreement, or loss, function; whereagy/indices discussed by

s

-

Brennan én@\ﬁhne (l977a,:l977bf“and Livingston (1972a) employ a squared °

¥
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error loss function. Since all pf these indices are discussed within a

A

single general framework, the differences among them in tHeir assumptions,.

-
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. properties, and uses can be exhibited clearly. For purposes of comparison,
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: norm-referenced generalizability coeffidients are also developed and dis-
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Glaser and Nitko (1971) define a criterion-referenced test as "Sne

that is deliberately constructed to yiéld;measurements that are directly

.

interpretable in terms of specified pefformance\standards"‘(p, 653).

*
»

This is probably the begt-known-definition of a criterion-referenced test,

. but others\have been proposed %é.g., Ivens, 1970; Krigdwall, 1969; and

-

(\\ N

]

Livingston, 1972a). Nothing in the Glaser and Nitko definition, or in

most other definitions of "criterion-referenced test," necessitates the
existence or use of a single criterion or cutting score as a "specified \

. -~
performance standapd." However, much of the literature subsuméd under

N N . - y ) . * »
the heading of.criterion-referenced measuremgnt does, in fact, postulate

-

the existence of a single cutting score. Since this inconsistency in

£

terminology ‘can lead to confusion, we prefer to reserve the term mastery

test for a criterion-referenced test with a single fixed mastery cutting,

” * N . ®

score.

-~

~ Hively (1974) and Millman (1974), among pthers,fsuggest using the

A

descriptor “domain-referenged test"” rather than “criterion-referenced

n

test.” They note that the word "criterien' is ambiguous in some contexts,

and they argue that~the word "domain" provides a more direct specification

of the entire set of iﬁe@s or tasks under consideration. If one accepts
: . 8 L.

these arguments, a mastery test can be.defined as a domain-referenced test

F

with a single cutting score. .

El

i



i

- R
N

.

.

. -

7

Indices~of"peéendablllty,

S
%

}
I
. > 3 ‘Q .

¥
Y )
.
'

2
S .
*

4

N ) x
. T /
Cne can.also distinguish between a particular type.of tést (g.e.,
. norm-referenced or domain-referenced) :and the scores (br‘interpretatlon
R » .o
c from any test .

1

‘ >
For example, the scores
terptetations. \

of scores) resulting from a test.
: . Lo

might be ‘given norm-referenced or domain-referenced 7p
' -

i s off dependability (or )

. SR

N
- -
S
: ds
+

x

Indeed, most of the- literature that treats issues o
reliability) of domain-referenced tests acfually’ t¥eats the dependability

-
¢

iy
»

-

- !
P ot .
©f a particular set of scores that are given (or provide) a domain-
referenced or mastery.interpretation. #n this paper, to obviate verbal
we will.often refer to norm-referenced, domain-referenced,
S
; %!
;

however, a more complete verbal descxription would

complexity,
. e .
and mastery "tests"; | "
e given for provide) norm-;eferenced domaln-
A Ay - N
. N lg
‘
i‘-“j

% g

L

»

~
-

srefer L0 scores that if
refereqced, ot mastery 1d%erpretetlons for a partlcular testlhg procedure.
qlnce Dopham and Husek (1969) challenged the approprlateness of

R

<

]

b 3
correlatlon coeff1c1ents as indices of reliability for domaln-referenced

N
-

R

*

v -

and ‘mastery tests, conslderable effort’ has been~devoted to developlng more
Most ef these 1ndlces have been proposed as measures

~

- appropriate 1ndlces.
o avoid unwarranted asseciations with he classicgal theorv Qf
. w“ - % .

LR Y
b

of rellablllty, however, we prefer to use the more generic term, dependablllty,

in Qrderit
reliability for norm-referenced tests.
3
Since a large number of seemingly diverse coefficients have been pro-

¥
v

s

it has been difficult for evaluators‘to distinguish dmong them in
In this paper, we show that most of these indices can be

posed,
classified into two broad categories depending bn their underlying (and some-

LY
¥

meaningful ways.
times unstated) assumptions about the nature of agreement or, equivalently,
For .example, . indices discussed by

the nature of loss in the testing procedure.
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rtel (Note 1), Subkov1ak (1°7G),

=
T

‘ Carver (19?6),~Huv nh (19‘6), Marshall and. Hae
»
)and Swamlna*han Hambleton, and Algina (1974) employ ‘a threshold agreement,
A -

~
-
N
b N
\

T
107fb} ‘and lelngston (1q7?g l°72b 1972c, 19731 employ a squared erior -
r S

We will. also show that within these two broad categories

~
N
*
T

or loss, functlee, whereas,,lndlces dlscussed bv Brennan and Kane (1977a,

. -
loss function. ; 1
’ \ , \
ices can be differentiated with. respect to whether or not they

In addition, we will examine

!

“

indic
\. ~ \ -
incorperate a correction for chance agreement
LR * \ . \ VY
) both the nature of agreement and the role of chance agreement in . horm-

We begin by using .notions of‘agreement in order to develop two h N
. . o

-t .- referefced testing
: . .
generalized indices o'f dependability., One of these indices is corrected
j Fof both ofsthese qeneral
The’actual 1h&1ces’ .
M .; - ° .
: -7

3
«'-;\.
3
8

>
.
R4

indi & s no SPEClLlC agreement function is assumed.
several spe01f1c agreéﬁent functlons areuthen
j ‘:

£or chance aéreeneﬁg, and the Qﬁh.r is not.
ThlS examlnatlon of a larée«qnmber of lndlces*of
ible

»
n.

~
.

~ that result f:om
dependablllty, wlthmn a ‘single con51stent framework makes 1t poss

“
Y

N Y .
axami ned in- detall

to mompare ahd sontrast the assumptlons, propertles, 1nterpretatlons, and

N
\ . \
N AY
L
Y : -
b\
“
‘{ f.. iy il
- * . N \\ »
A S ’
. .
~ -
-
* ~
-

R Y
Voo :
.uses of these 1nd1ces.
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4 s N

Aqreewent Function " CT . ‘
N - N ).’ M
»

: A i
.- A general®expression for the dependability of a testlng Drocedure can

SN -
*y -

be derived by examlnlnc the eéxpected aqreement betwee ~Ewo randomly selected °

B ' N &

N . - *,Q .\ K
. . irnstcances of the testlng procedure. ‘Ang particular instance of a testlng
1 ;o \ - T ‘
bro”edure w1ll e referred to ash "tegt." No assumptions need to be made -

s

about the nature of tﬁe tests, the detalls of their admlnlstratlon or their
R : \\ S \‘ f .
LN ¢ -

scoring. Slnce the 1nstances, or tests, are randomly selected from a universe -

. v
~ R L

A 3

£

. erpogsible'instances, they are randomly’@arallel. Therefore} the expected

N N N
& N

. T distribution of odtcomes for the population is assumed to be the same for
. - all rnsﬁgnces o‘\thertestingxprocedure. This dﬂ@S\not imply that the dig-

N t . K

/fx"\\ . tributions of out&omes are necessarily identical fob-all tests; that is, we

1 AY . are not maklrg the stronger assumptlon of ClaSSlCally Parallel tests.
) ' The degred of agreement between any two scores, S, and s., is defined.

3 s -
4 T
o

-

© by an agreement function, als;, §j); The scores, s, and 8+ may be raw

‘ o . X T3 s
: scores; or they may be transformed in some way, sFor convenlence we shall

N N . -~
N

assime rha*‘.ﬁl a finite number of scores (30""Si'?;’s l,.may result from

| . V= - =

. the use of theatesting Procedure. The form ‘of the agreement:. functlon deflnes

what is reant by agreement in amy particular context fmﬁqeneral thé aéree%

- < - *

. ment function will reflect ;nﬂgitive and, thereforé, aomewhat arbltrary A
¥ -; N

notions of ‘the Yelative degree of, agreement for dlﬁferent pairs et scéres. G
~ - \ 13

As we ‘shall see, the ch01ce of an agréement functlon 1mplles the ChdlC$ oﬁ
&r

= -

1\ a loss function, where loss is defined as the dlfference between maximum ;o T

2,

& B

N N .

AN

possible agreement and observed agreement in a particular context. ;
. \ \ ) - e
3} = N \ . RES
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T

"Although we shall not assume any particular form for an agrgemént

. : L : SN I L
function in our development of a general index of dependability, it is

-
* - ~

reasonable to impose some conditions on the class of functions that will

* -

be accepted as agreement functions. .In the discussion that fOIlows,‘it"jxg
: : \ ) 4@&!
is assumed that all agreement functions satisfy the following three gon- N

* *

' . . i

ditions: \ : -

dod s . o - \ . .
Given that we are examining the agreement between randomly parallel .

tests, the first two of these conditions are certainly natural. The third
"o o R \ S
condition simply States that the agreement assigned to any pair of scores,

= K -

s, and s, cannot be greater than"the average of the agreements that result

from pairing each of these scores with itself. all thé‘agreement functions

1
&

discussed in this paper satisfy these three conditions.

. - - -

. 1

Maximum Agreement ané\the Index O

N -

3 ) )

The score for person y on the k-th instance\of the testing procedure can
the random variable S, .° " Similarly, S is the score for
RS . *V}ia‘ . N -w1 N . N v

Y

- » ) . }
"be represented by
person w on test 1. "For every person VvV and every test k, §;k*takes one of

——— -

the values 50;.,s;§n. Wé might, then, take-as our index of dependability

Y — N

the expected agreement given bys: -~ . :

3

a(s

- ’ & . {2): \\ '5*\
St i @

) . A =t
. N T
.

v,

|& %

3
5
3y

Y ~ » - N c . N
> . - \,. N i\‘j . N } . N
N

. N N

v

"“ N
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+« » where expectation is taken over.the population of persons and over pairs of -

Yt tests that are‘ﬁ%dependently sampled from the universe of tests. The éxpected

. t s

- + v -

L

i .

agreement nmay also be represented in terms of the joint distribution of scores
. : - . e t 4

on the two tests: o ) ’ \ N \\ .
g‘% | N N ) T ‘ . f ) : 2

‘ .als; s " Pr(s . = $; 8,8 (3)
. - o ) .j;'2=0 ‘ - \—3 ) == B )

2 »

v
7

- s - . - .

- R A Y e
u . X . N .

-1, —{71

——m—— — —— ES - . R B

where‘§£§§vk = s, 5 = §§) is the pyobability that a randomly chosen person,

N

v

i V,. got scores s, and §if\on\randomly chosen tests, k and 1. “Eguations 2 and 3

‘represent the- same guantities expregsed in two different ways. 1In the follow-

v * Y L) ) - N - .
ing discussion, we shall use whichever of these expressions 1s most convenient

-
-~ N A

for the issue under consideration. The notatiormr in Equa

X Y

tion 3 can be simpli-
. s .

fied by letting. \ o .

. . . . . N
- - . \ N

7
fv
f

. = L >

T and

o
i
! g
N
0
n
)
-
&)
t
®
~

Equation 3 can then be written as

o

Tt - .
A= I  a,.p... o (4)

? $

\. v

However, the index, A, depends on the scale chosen for éij' and can be

»

made arbitrarily large by mult{!lying gii\by a sufficiently large constant.

“ .

. One way to correct this pr@blem is to take: as the index 6f'agieement:

e, T : N M

L e 13-

: . . . R N
R e :

b > N - . . . - o »
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L ot B . : o ‘ . 8 -
‘ . >
A
+ - e - ~ N (5)
a A 1 -
. “m
. R L R R . N ~ m . ,
“ oL 2
In Equation 5, ﬁm is the expected agreement between an instance of the .
'~\“‘: ? - :“ . 3 .
_testing procedure and itself: \ % . ' i
1 . \ ! ’ :
o } 'S R . y . )
A = a(s ., s . ’ 6
-m g *s(-vk' —v‘k) oo . - (6)
= vk =TT
. ‘n 7
- * —_ - .
‘ = I afs,, s.,) " Pr(s. = 5.); '
) . - : k i
:}_=O - b - - N
. _ \"\,\. ) . o . . N
impler notation, N
B oo : . \
) = T \
’ B = % 24y - (D
— ‘{:O — — N
s‘ N o
T ;] . C o N p ;
where Ei 1s the probability that a randomly selecdted person will get the score,
‘§;,\on\a"randomly chosen instance of the testing procedure. A is equal to ém "
when eveéry person in the population gets the same score on every instance of
\ -« . . « A )
the ‘testing procedure; i.e., when all Instances of the testing procedure are in
.} . “ L . . « ’ N .
' perfect agreement in the assignment of scores, ii' to persons 4n the population.
Vot Using the three conditions in Equation 1, it is easy to show that for any
) ~
e » N .~ N
; marginal distribution, A  is the maximum valué of A.
, . X L : - . EIN ‘ " -
! Since p; is a marginal probability, ®
) - “' -~ A = E a.. + = E ‘a\n‘\‘ ¥ oa ’
‘ ‘ Ap T 22y 7 b3y E}l ’
. . .. - i == i,j ==
R - e - = N )
and ) . :
» i .
3
. A =La,.p. =L a. .p...3\
. I . n ; *li?ﬁ. i =—ng&l. \
. \ 1 X3 -
, v \ n N

5
&

&
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- by <
Therefore, A can be written as: o :
- ~m . . ? . r
“ T 3\ .
. - R 3 o
A,, + a.. -~ !
—~ii =53
A = %
“m oy ) 43 |
—_— i"l 2 N h -\;f

~

Now, using Assumption 'iii in Equation 1 | .,

A

A2 I 2B, .7 . : T
v - i'l \ * ) ) ) . \\ ]
and using Equation 4 - . ’ . .
< w» N . * .
A > A. s 2 e Y
——!n \,— “’

. From the definition of 8 in Equation 5, therefore, it follows that A

——

is the maximum valug of the agreement function, and 8 is less than or equal

*

to one. T T .

Chance Agreemenﬁ and the Index BC

Y

N ' N N . ~ . »

The "oeff1c1er* 8 prov1aes a qeneral index of dependabtllty for any

s
¥

agreement function, but it does not con51der the contrlbutlon of chance

N
4 ~

agfeement to the dependability of measurement. As we shall see, § may be

N

.large even when scores are randomly assigned to persons on each instance of

- . - -
EN

the testing procedure. When we say. that a sd??g,is aésigned_to examinee v,

by chance, we mean that the score is randomly selected from the dlstrlbutlon
. 7 \

of .scoreg for»the Eggulatlon of persons on the univer

3
A

e of tests. The

assignment of §i\to examinee z, by chance, depends~onl{ on the marginal

\‘:\ - N oY —_ - . j . . N \\ ) . M

probability, B, + of the score $; r1@nd not on the examijee's performance,

— —— >

Therefore, for chance assignment, the score assigned -to ah examinee on any

3
~ . » - 5 A ?
particular instance of the testing procedure is independent bn the score

assigned on any other ifistance.

.15 o

Indiée§ 4f Dependability . :

o,
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| o 3‘.:3

The contribution of chance agreement can be examined by taking the

o~

expected agreement between .the score, §vk' for pérson v on the k-th test,

—m A

and the score, §&1' for an independently sampled persoﬁz w, bn an inde-
\ T : .
pendently sampled test, 1l:

) *\ . * (»8)

A = ¢ “als. ., S
< .'.’X’&'i __}i ww,_i
or .
n :
A = T a(s,, s.) ~ Pr(§ . =s5., S . = 5.} (9)
—C N -~ =1 =) — vk —i —wl 3 .
—_— 1,‘1:0 —_— = v/),‘;_._ —_— —_— \

Since both personsf<g and w, and tests, &_énd 1, afe sampled independently,
: i p l

/
) - Pr(S . = s8.), ) (1&)*
w1, —-wl

— N

i
X

Pr( =s,, S . =s.) =Pr(s = s,

§%L. =i wl 3 — =vk

-~

)

~

wheré ££f§vk = Ei) is the marginal probability that a randomly selected person

m— —

will get the scdie,\§i, on a randomly thosen test. Substituting Equation 10

x

in Egfation 9, and using the simplified notation introduced eariier, we have

~

-
¥

A =

. -
S 1,30 \

21 48By -

*
»

For any agreemeﬁt function, Equation 11 depends only on the marginal distribu--

tiop for a single administration of the tegking procédure: ‘éc is the exﬁgcted

agreement for pairs of scores when each score is independently sampled from the

Y
Y

marginal distribution of the population. |

-
h ot

3 R -
A general index of dependability, corrected for chance, can then be de-

fined as:

»

S
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-y
o

A -~ A

- = : .
B = — : L (12)
e . o .

™ e : :

The numerator\of_Equétion 12 ?rovides a measure of how much the expected; .,

agreement for the testing procedure exceeds thevexpected agreemernt due to
o \ AP
chance. Since - Y . . A
’ . o
‘ A > a, )
. . h FREY h .
A - A > A oy 43 "y
-m g - — "= <y
N v N ) N ! .
the denominator of Edquation 12 is the maximum value of the numera@bp,@and '
g S\ . L . ) . ' \ N
€. is less than or egual to one. R k\
o . o ’ .o [ A
k} ® :
Loss SR .

3

-

N e

}

ment functions, it will be useful in some places to discuss - the

K -

Aagreement’ or loss associated with_testingkprocedpres.~‘The expécted Yoss, Q

B

for any testing procedure is defined as the difference between the maximum

: . +
eXpected agreement and the expected agreement: .

~ -

A « * .
- . L,

AN N a R \ \ ) N
s o L=A -A. e S X
e . - -m - * B
T ~ .
Using this definition, Equation 5 can be written:
L . &y A .-
ol L. w - \ \
- “ §= - . o \ ¢14)
. N B WA N A 3 N
. ¥ + I NS
N b 2 - '
¢ . S
A Y b ]
> ) 3
. 5 .
= ¥ ' A
S N . l 7 2.

Althoughi§§3t of the discussion in this paper is concerned with agree-
t\. cc,’ » N ‘ . R N o

14

-

S
expegted dis-
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for any. examinee can be expected to agree. GC indicates. how closely (again,

X
AN

 Some of the properties of these iﬁdiées will be discussed more fully later
the context of particular agreement functions, but a brief statement

:priate here.

\ : : Indices of Dependability

v

¥

\\and Equatlon 12 cah,be wrltt'h(# N

‘n}

: 5 = - . \ (15)

-~ A-2A) +1L \ 2
S Soe-ager ,

N

Note that Equation;\ék and 15 have‘the form of classical reliability coeffi—

AN
A

cients, or generaliiability coefficients, with L taking the place offf

N oy

. ‘ , N N i ‘—‘}\ . :
variance {(see Cronbach, 'Gleser, Nanda, and“Rajaratnam, 1972).

Interpretation of 8 and 9

*

The two indices, 8 and_@c, address different questions about dependabi

»

1

Y

:\“};‘ - ) . H . ’ N ‘\ N
£+ indicates how closely, in terms of the agreemant functzSﬁf\tge scores

i

- . ——

in terms of the agreement funqtidn)*the“two‘scores\fpr an examinee can_ be

3
E

expected to agree, with the contribution of chance agreement removed. For

the agreement functions discussed in this®paper, & is less than or equal to

w

8.
»
h
.

The index, 9, therefbre, characterizes the dependability of decisions,

‘or éstimates,  based on " the testing procedure. The magnitude of © dependé.

. . " 3 : .
in part, on chance agreement; it may be greater than zero even when decisions

%o

*

based on the testlng procedure are no more dependable than decisions based on

marglnal probabilities in the population. The index, Gc. characterlzes\the

—_—

cohtributioﬁ'af the testing procedure to the dependability of the decisions, -

over what would be expected on the bgsié of chance agreement. 6 provides an

+

2

estimate of the dependability of the decisions based on the testing procedure;

B »

?

1

¥
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GC prevides an estimate of the contribution of the testing procedure to the
i TS ) . : . : e s
) Hﬁpendablllty of such d901510ns. The two indices provide answers to dlfferent

QuestionSD -The Zssue is not which of these indices is best, but rather*wﬁlqg

1S appropriate in a g:.ven~ context. T
A » ‘ . .

& and Hc for Threshold Agreement

A}

Threshold-.Agreement Function

T

{

One common use 'of tests is to class1fy examlnees into two or more mutually

ex51u31ve categories. If there are only two categories, or -the categorles
>

are unordered, then a ;!gu31ble agree

-

*

ment function for the classification pro-

cedure is given by the threshold agreement function, t:

‘(/1 ifs =38 1 .
E(S e S0 = 3 JRAT LI | (16)
e | O71if # S .
. ! k © ~wl
~ 3, ( ) a A ' \‘ T - .
LN
/ N
where .. §vk is>the score (in this case the catedory) for examinee v
', on the test k. Equation 16 Ean be expréséed more succinctly as: :
N Y N . i ‘ k
& . . ‘ . ! \
. . 1if s, =5, \
t.. = tls,, s.) = = 2, \ (17)
» =1 E 0if s. # s,
) . A
AN

where the score §1 represents assignmeént to the i-th category. Equatit'i? has

8 ~ °
-

" the adt;piage offnotational-simplicity, whereas Equation 16 is a more detailed

statement of the threshold agreemen! function, 't. For either expressicn, the

Y

‘:ﬂ*

i, ﬂﬂlw‘ ’
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N

-

assigned agreement 1s one if the examinee is placed in the same category on

) i
both administrations of .the procedure, and agreement is-zero if th¢ examinee
is placed i :

» r

laced in different categories on the two administrations.

rin i ion It is easily
L (S \
» verified that the agreement function in Equation 16 satisfies the three
conditions in Equation 1

. t £y
. ~

2

'The Index 8(t)-

N

. »\
Substituting t

N

‘given by Equaiion 17 for a

" s N
in Equatrog/4, we obtain
1 -
the expected agreement for classification procedures: s
Ay :
»‘!& =

p

%

‘ : T (18) . .
\ : » R
/ \ = :
e .
The mﬁi\mum agreement is given by: =

-

t..p. = L.3
~ii

b

R (9)
The definition of 2, an

g

index of dependability not corrected for chance, 1is
provided in Equation 5. For the threshold agreement fugctlon, this index is
© given by:

N
T

A B ‘ i

1
anﬁ guthltu;Ing Equatlons 18 and 19 in Equatlen 20 we cﬁta in -
a : ‘

: 8(t) = | | * A

-
a

|1
[

~

| 20 a o
ERIC : |

«

~

i
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A4 AN

Equation 21 -states that the dependability of the cla551f1catlon procedure
‘ Tow

lS 31mplv the probablllty that a randomly *chosen examlnee w1ll be placed in

%

the same eateqorv on two randomly chosen lnstances of the procedure. Note

that a(y), gm(gg and 8 (t) are all equal to one 1f the .classification pgbcedure

consistently p%:ees all examinees into a single category.

N . N N -

. Equation 21 is étated in terms of populétion parameters. Estlmates

g(t), based on two admlnlstratlons of the testlng procedure have been

discussed by Berger (Note 2), Carver (1970), and Swamlnathan, et al (i974)v.

Estlwates of g(r), based on a single admlnrstratlon of the testlng procedure,

¥

* have been discussed by Marshall anﬂ Haertel (Note 1), SubROV1ak (1976,

Note 3), af ’Subkov1ak and Albrecht (Note 4). 1

C

t&é definition of Bc,\gn index of dependability corrected for chanc ’

;s provided in Equation 12. For the threshold agreement function in Equatson

B
-
' A

17, the expgcted agreement due to chance isg: : \ - )
* \ ‘ ] Co-
A = I t pop.
> iri =i3%iBy
’ ?
= }: * N

-

Subtracting éc( ) from the numerator and denomlnaeor of 8(t) in Equation 20,

we have the index of dependability corrected for chance, for a threshold

agreement function:

A(t) - A (t)
- . — R *E A

- 9(3(3} - - r

= Agl(g) - gg(g) .

N 'Eli - Epj_i v .

= S . ) : (23)
: 1 -3 - ° -
21

Y



- o . Indices of Dependability

N 1 6
o \ ~ : }
In the special case where all examinees arg consistently placed in a single
* category, éb(E) is equal to one and‘SCIEQ is indeterminate.

The index € _(£) in eq)ge:tipn 23 is identical to Cohen's (1%0) coefficient
kappa, énd to Scott's (1955)‘doefficient. under our asSdmption that the ex-

. \ \““ ~\. i . . . A, N . ” .
< pected marginal distributions for the two instamces of the testing procedure

are‘idehtiéél. As such, SC(E) has been proposed by Huynh (1976} and Swaminathan

= o’ . - ' . " . \
et al (13974) as an index of reliability for mastery tests w%th a single cutting
sc o K | | f
core.

B

Threshold Loss’ \ o \ . .
The loss agsociated with a threshold agreement function can be determined
by subtracting Equation 18 from Equation 19: . . '

o

L) - =

»

2
- “

If the two instances of the testing procedure assign the person to the same

category, the loss is zero. If the two instances assign a person to different
: »

- categories, the loss is one, regardless of which categories are involved. This .

-

is consistent with the usual definition of a threshold loss function (see

Hambleton .and Novick, 1973).

Interpretation of 8(t) and ec(E)

-  The first block of Table 1 summarizes results for the parameters,

Aft),

a (t)
2L A

,‘éc(g),‘and L(t), and the agreement indices, §(t) and GC(EQ, for

the threshold agreement\functibn, . | !

¥ »
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a QE), will be close to
< T

. ) ' ikl_e X ! ) ~Indices of*Depehdability

* -

. ' . ‘ . - N 17 ..

+
T e e . - . - A T e ma .

W e R T — — v e Wy S . - —

As noted earlier, 8(t) will be equal to one whenever all instances of

2

the categorization procedure place all persons. into one categoxry. The

0y

testing procedure used to assign persons to categories is then perfectly

depegdable'and'complétel§ éuperfluoué. Once it is-established that all, or

almost all, persons fall into one category, there is little td be gained by

administering tests. . o ‘

-

If almost everyone is in one category, the expected chance agreement,

ém(9)' the maximum expected agreement. Under these

'

circumstances, it would be difficult for any testing procedure to provide

.2 significant improvemgnt in dependability over chance assignment. Conse-

3

quently, the coefficient corrected for chance, GC(E), will tend to be small

—

- whenever the\testing procedure places almost everyone in the same category.

ThefeforeQ\Bc(§p is liable to one of the objections r§;3ed by Popham '

and Husek (1969) against classical reliability coefficients as indices for

-
N

" mastery tests~-namely, BC(E) may be close to zero even when }ndividuals are

does not point to any basic flaw in the coefficient, but only to a possible
i : , \ . \

?

P

.- consistently placed 'in the correct category. However, this property of GC(EQ"

misinterpretation of the coefficient. A low value of GC(E) does not necessarily

Pt
o

indicate that assigﬁments to categories are inconsistent from one administration

. ' 4

e’ the next. Rather, a low value of 6 () 1nd1cates that the use of the testing

< -—— v

procedure 1n class;fylngw/pd1v1duals is not much more dependable than a process

of random assignment based on prlor information about ‘the population (i.e.,

[N
N

the marq1nals in the populatlon) Note . .
N .

»

~,

»

IS

o
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-

that §(t) is large whenever the classification of examinees is consistent

i
- . . » N

frem one instance of the testlng procedure to another; therefore, e(t) is
. i

7N
“&%‘Q ect’ to.Popham and Husek's objection. '

Contrary to a suggestion by Subkoviak (1976), the two coefficients

3
developed from the threshold agreement function are not appropriate when

P . . . Y
N S .

tRere are mcre than: two categories, and these categories are ordered in
. R : "

some way. . The threshold agreement -function in Equation 16 assumes that

e

the categories gre not ordered in any way. . .

L : _ , o .
=~ ¥, » ) .

8 and Gc for Domain-Referenced Agreement-

A

~

.

In our discussion of dogain-referenced agreement, we shall assume that, \ D

' ‘ ® - : - ( - . A
for each instance of the testing procedure, a random sample of n items is

+

Al

drabm from some infinite domain (or 'universe) of items, and the sample of

- items is administered to all examinees. - v ~ .

IA the last section we used a‘threshdld\loss*function to examine the

N

dependability of procedures that assign each examinee to one of a set of.

\ . : v
qualitative categories. 1In this section, we shall examine the dependability

>

of domain-referenced testing procedures. We shall emphasize the use of such

N

procedures for mastexy decisions with a single cuttlng seore, but we shall )

also dlSCUSS the use of domaln-reférenced tests in the absence of .a speci-

*

‘fied cutting score. AN . : .

‘The score for person v on item i can be represented by a general linear

K

model : - : \\ . 1

X = u+r w1 + B, + (nB,e) . .
v 1 -V
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s

évi = observed score for person Vv on item i;

u = grand mean in the populatlon of persons and the
universe of 1tems. -

m "= effect for person v; I -
— % * ¢
;= ‘éffect for item ia .

effect for the interaction of person v and 1tem i, A
— which is confounded with residual error;

S ——

~~
<3
™
()
<
]

and all effects are assumed to be independent random effects; In’"the usual

?

case, where each examinee .responds once to each item, the interaction effect

~
w

\andﬁéﬁe residual error are completely confounded and, therefore, these two

-~

., effects are combined ip Equation 24. '

0

In the discussion that follows, the observed score for person Vv will be

taken to be the mean score over the sample of n items.. To be consistent with

our earlier notation, we will let the subscript I indicate. a’particular sample

-

\( R N < N . N
of n items, gkd we will designate a person's observed mean score as:

-

énsﬁ_.z i + nE_*.BE,+ (“635}22.' - . (25)
T .

Slmila ly, the score for person, w, on the J—th sample of n\atems is

L3 * A
<

S _=u+71 + B_+ (nBe) _ . ‘
Sea U "E. Bg_ 5"B'E)E£_ \ {26)

r N *
Y O
N N

Note that S and § . are observed scores; they are not the same-as S and
B2 S , vk
§w1 used previously to denote categories to- which persons are assigned.
= T ‘

?

4

P
/s

- 25

B

*
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\5 Y

S - - L S
nature of the *h*ebhold agreement function. WNen mastery\testlng s useq,

Ca ~ .
Y "!-m

. - to make placement dec131ons, errors may :nvolve very dlfferent degxees oﬁ f I

- N ;"\ .
= ~ N ‘
N
"¢

loss. If a mastery test con51st1ng of a bamole from a unlverse of spelllng

words has a cut-off of BO%, the consequences of misclagsifying;a~student with

.+ ca universe score of 79% .are likely tb be far less serious than the conse-

N > * »
- . . . RN

quences’ of misclassifying,a—studént with a universe score of 40%. A threshold B
o - . : . - . i v .
loss. function assigns the same loss to both of these cases. . L. . S

o
2

.+ This suggests that the agreement function for domain-seferenced tests

3 N ~ N

that are used for mastery decisions should involve the distance of the observéd

S R
3 . -

score from the cutting score. For a cutting score, )\, the domain-referenced

’ agreement function is defined by:e ‘ _ \ ' | f

N N " » . = N - )‘ _ )\\ , N N + -
Qe e Bpg) = Eyp = M, - M - (27)

A} * h ¢

where I and J refer to independent samples of n items. Equation 27 assigns a .
R positive agreement to two spores\that~resulp in the same classificatibn, mastery

L - or non-mastery. It assigns a negative agreement to two scorés that result in e

different :classifications. .In either case, the @agnitude\of the agreemenf
v . N -

‘ . . \ .‘\a \ . . N \ 9

. depends on the magnitudes of two deviation sdores, (s Sor ~ X) and (S - X).

ER —— N -—’ EY

If both of these dev1at10n _scores are close to zero,elndlcatlng ax"borderllne

case,"‘tbe maqnltude of the acreement functlon will be close to Zero. If beth

B

of these dev1at10n scores are large and in the same dlrectlon, 1nd1cat1ng stronq

\ ‘ ‘ \ L N
agireementg the domain-referenced agreement function will be large and positive.

NN . N . . . N N

If both dewiations are large and in opposite directions, indicéting strong dis-

agreement, the domain~referenced agreement function will be large and negative.

Aruitoxt provided by Eic:
N
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Coat

The domain-referenced agreement function in Equation 27 is similar to the

definition of agreement used by Livingston (l972a) in developing an index of

Eeliability for mastery tests. However, LlVlngston assumed that the two\

N

tests were quallel in the sense of olassical test theory We base our

~

analysis on generalizability theor% which makes the weaker assumption that

the tests are randomly parallél. As a result, the 1ndlces derlved here differ

Rl

from Livingston' s coefch1ent in several significant ways.

-*

The Index 9(§\ ‘ ' \ ~
Using the & in—referenced agreement function in Equation 27 and the
~ ’ "" *
deflnlthP of expected agreement in Equation 2, we obtain
> o -
A = % s -n(s . -wn] = L (28) "
R — e vl ~vJ,
v o= T I
N Now, ueing Equation 25 to replace S and S in Equation 28,
b
ENCUE N N (TR TLYBor(mBe) Te (-2 v 4
T w1 A R AU SR S (r8.2) 51 (29)
L o3 . N
- * - . ;
™ \Siqce the affects 7, B, and (78,e) are assumed to be sampled independenfly,
- and ¢ and ) are cqnstants, the expected value cf the cross-products are _zero;
© and Fquatlon 29 redhces to ‘ Q
Y - P
T \ @ - ‘\} \
CA(d) = E T 3\):14- g'ﬁ!‘ + ggfig + E(wﬁ,e)_(ws,g)ﬂ = (30)
'\ . - > * ~ )
b 2/ \,__/l ;‘GW“ »
N b ) B
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r

+ Because the two sets of items are independently sampled, the last two terms’

in Equaticn 30 equal zero. Also, by the definition of a variance component

x

. N 3
L) » N ~ N
FE(w) = v xvz; and, therefore, the expected agreement, for the domain- .
s ) + - ;____.»f“
referenced agreement function, is \
A(d) = (w - N2 +%(m). Gy,

. :
. ’ ““

Similarly, the maximum expected

>

agreement is found’'by using Equation 27

and the definition of maximum expected agreement in Equation 6:

&

\
A (d) = (s . - M2 ™~ o
~n — ~rI
’ o2(R) 0%(nB,e)
= (0~ A2 + c?(n) 4+ + . , . (32)

- @

n n

N . 4
where n is the.number of items sampled for each instance of the testing pro-

cedure. Substituting Equations 31 and 32 in Equation 5, the index of depend-
) ) ‘ '

‘abilit§\for mastery decisions is given by:

& X

-2 +02m ‘ :
(4 = .
- : (33)
. < o (B) oZ(nB,e) :
R \ (b - N2 + o2(m) + + ‘
n n
:\ -
\ \ *» Equations for ésEimatinQ\Q(gi have been discussed by Brennan and Kane (1977a).
\\‘ The constant, n, appears in Equation§'32 and 33 because the observed scores are
F +
. \ : . . 3 S
assumed to be averages over n items.
0 ~




. 8core) even if @

. Y

™

* Tndices of Dependability

3
%

‘ \ 23 .

It is clear from Equation 33 that 9(d) will tend to be Yarge when (b - A)?

4 . . " . _3
is large (i.e., when the population mean is very different from the cutting

. & ; »

{v) is zero. 1If all examinees have the game universe

£3

|09

score, g2(n) is zero, and (u - A)E provides a measure of sthe strength of

Ed

the_signal~that needs to be detectedd for accurate classification (see
Brennan and Kane, 1977b). 1If this signal is large the required decisions

~are easy to maké, and it is possible in such cases to classify examinees

dependably, even if the iest‘ﬁeing used does not provide dependable infor-
N . ;

+

mation about individual.differences among universe scores.

The Index‘ﬁc(g) g : )

- Using the domain-referenced agreement function in Equation 27 and the
definition of chance agreement in Equationfag the expected agreement due to

chance is: °

» 1

A (d) = {(s . -2 _-n1 .
-C — iy 1 —wJ
- vew,1,J - . -

-

Replaging S I and §w3 from Equations 25 and 26, and taking the expected value
2, \

~——

over g, w, I, and J, the expected chance agreement for the doma}n‘referenced

N »

-

agreement function is:

. |

A(d) = (u-M02. - (34)

A

LN -

(d) from the numerator and denominator of Equation 33, the

Subtracting A
= . .

-

,domain-referenced index of dependability, corrected for chance agreement is:

- Qg{“) )

@

a

2
i

‘ ~ g2(8)  ,6%(nB,e) (35)
o N - {72(“)). + N + -
. . ‘ - -

SR

-
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The estimation of tQ}s index is discussed by Brennan and Kane (1977b), and

- its relationship to %gle is discussed by Brennan (1977b) . S

Note that ec(g) is zero when gz(n) is zero. If the test is to provide

more’ dependable classification of examinees than could be achieved by chance,
i . . N N S
¥

it muast differe?tiate among the examinees. Therefore, some variability in

universe scores is regudired if the test is to make a contribution to the

PR

dépendab;}ity of the decision procedure.

»

Domain-Re ferenced Loss and o2 (a)

For the domain-referenced agreement function, the expected loss can be

found hy subtracting Equation 31 from Eguation 32: *°

: . . ' ‘
T , L(A) = A (d) - A(d)
- = i
» -
. : c2(B) Gz(ws,g)
. = = + . \ (36)
. . n n . . '
AN :

3

The 1653, L(d), is therefore equal to the error G?(A), whicg is discussed by
o

Cronbach et al (1972), Brennan (1977a, 1977b) and Brennan and Kane (1977a,

»
B

. : 3 \ .
1977b). The errdr*variance'czté) is ﬁgpropriate for domain-referenced

Y

B N - i A ‘\J”
testing, in general,?and for masteéry -testing, in particular.

-
Al bt

F
In mastery testing, we are interested in "the degree to ‘which the student

*

has attained criterion performance” (Glasexr, 1963, p. 519), independent of the
performance of other students. That is, we are not primarily interested in
the relative ordering “of examinees' universe scores; rather, we are interested

in the difference between eaéh examinee's universe scoréiind the absolute
N \ C Y . . \
standard defined by the mastery .cutting score. In generalizability theory;

7
the universe score for examinee v is, by definitidn,

.

.,
L3

30
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—vI v !

— . ——

where S,1 is defined by Equation 2§,faﬁd,£he~expectétion'is taken over all

- RN

' possible random samples of n-items from the universe of items. Therefore,

for a mastery'test, the error for .examinee V is:
A = IS - ) - - X | Lo :
v (ﬂvI ) (uv ) :

anan —— —

S -

%

[y + L BI + (wﬁtg)vlji: (w+ L ] B -

P —_ —_— e — N .

= + ; \ff\ o ' '
B;g (“8'22v1 AN . v

——— kY

R w - -

- BN . pre

and the variance of 9 over persons and randoﬁaégmples of n items is GZ(A),

v

given by Equation 36. \ \ S%&

When all students receive the same items, as iﬁél?@d‘by the linear model
» S \

in_Equation 25, the main effect due to the sampling 6ffitems,

examinees® observel scores in th‘me way. For mastery testing,

affects all

L

i
ur\,
N,

. Y
interest is in the absolute magnitude of an examinee's score, not the magnitu

this does not eliminate the item .effect as a- source of .exrer, because o

relative to the scores. of other examinees. For examplé, if we happen to select -

-

an especially easy get of jtems from the universe, our estimates of uv (for

the universe of items) will tend to be too high for all examinees; this error

is accounted for by\BI. -



™ A
. \ \ Indices of Dependability

26 -

Interpretation of ©{(d) and § (d)
: == RS S

The second block of Table 1 summarizes results for the parameters, A(d), =

A (d),

d), A (d), and L(d), and the agreement indices, 8(d) and & (d), for the
—m ‘F‘ "——‘ N . - . c -

- e
>

dcmaip-reférenced agreement ﬁunction, d.
The éiffergnce in interpretation between 8(d) and ec(g) parallels the
difference betrween 8(t) and BC(E).\ The index‘e(g) characterizes the depend-

ability of decisions or estimates based on the testing procedures. The index,

ecﬁg), indicates the contribution of the testing procedures to the dependability

-

. N . : : ‘ \
of these decisions or estimates. It is clear from Equation. 33 that 8(d) may -
- . M . . ¢

.be large even when there is little or no universe score variability in the
N by .

i

&

population of examinees. From Equation 35, however, we see that aé(g) is equal

to zero when there is no universe score variability in the popula ion Lassuming

\sgta) > 0] . \ . o .

~ ™  Norm-referenced tests compare each examinee's score to the scores of other

>
N

examinees, and, there§ore, require variability if these comparisons aiq‘to be ;‘i
. . N o
' dependable. In their now classic paper, Popham and Husek (1969) maintained
that "variability is not a necessary condition for a good criterion-referenced

test" {p. 3). They argued that since criterion-referenced tests are "used to

ascertain an individual's status with respect to some criterion” (p. 2), the

Y

meaning of the score is not dependent on comparison with other scores. Popham .

" a and Husek conclude, therefore, that indices of depéndability that require °

variability are apprbpriéte for norm-referenced tests but not for critarion-

referenced tests.

’

s \‘Sr ) \ \ + \ -
¢ Altheough the position adopted by Popham and Husek seems plausible, it

leads to a very disturbing conclusion. As Wbodsoﬁ.(1974§,‘p. 64) has pointed

out, "items-and tests which give no variability...give no information and are
» v
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therefore nct useful." We are faced, therefore, with the apparent contra-

- —

>

diction, or paradox, that tests which provide no information about differences

among individual examinees canlxa good criterion-referehced tests. In two

subsegdent articles, Millman- qu Popham (1974) and Woodson (1974b) clarified

the two 31d;; of thlS dispute wlthout resoIV‘ng the basic issue.

The general framework developed here provides an_ obvVious resolutlon of

this paradox. As we have seen, two types of coeff1c1ents can be db{elOped

2

for any agreement function, depending upon whether or not one corrects for

4

oﬁance agreement.  Coefficients, such as 8(d), that are not corrected for

~¢

chance provide éstgmates of qhe dependability of the decision procedures;

N
EN

. . ! \ . I T : .
. and such coefficients may be large even without variability in unigerse

N

_scores. . By contrast, coefficients such as Gclg),‘that are corrected for

NG : <

chance provide an estimate of the contribution. of the test to ‘the depend-

- ability of the.decision procedure. Such coefficients will approach zero as

the universe score variance approaches zero. Popham and Husek's argument

»

applles to the decision prooedurq, and CQEfflC{ﬁPﬁS not corrected for chance

are agpropria*e for characterizing the dependablllty of the dec181on proced}

.

Woodson's argument applies to the*contribution of the test to the decision

grooeddre, and coefficients corrected for’ ohanoe are approprlate for

-~

- o,

charaoterlzlng the contrlbutlon of ﬁhe‘iest to the dependabllltv of the

K1Y 'y - ES

N

A SN

Domain-Referenced Agreement Without a Cutting Score -
Nt \ . . )

'The domain-referenced agreement function in Egquation 27 is the product
: \

of deviations.from a constant. The discussion up to this point has focused

on mastery testing, and A has been taken as the mastegy cutting score.

L ' Indices of Dependability " (\ .
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However, 2’ single domain-referenced test may be used for several different
v BN . L : - ~ .
decisions, involving different cutting scores. * In such cases, it would be

useful to have an index of dependability that doég not: depend on "a pérticular

cutting score. BAs discussed earlier, BC(Q) is independent of A, and Bc(g) is

appropriate for assessing the contribution made by the test to the depend-

ability of mastery decisions using any cutting score. Furthermore, GC(Q) is

less thdﬁ or egual to 8(d) for all values of A, aqd the twe are eqﬁal pnly

\ N

when & = 1, Therefore, ectg) provides a lower bound for 8(d) (see Brennan,

3

1977b). | S

~ ¢

-

 Moreover, domain-referenced tests do not necessarily involve any con-

¥

sideration of cutting scores. For example, the score, §vi' on a domain- i

—

referenced test may be interpreted as a descriptive statistic which estimates

M, the éxaminee's universe score (i.e., percentage of items that could be

— -

answered correctly) in the domain (see Millman and Popham, 1974). When

-

using domain-referenced scores as descriptive statistics, ‘we are interested

« -

. S N . N - ‘ [
in point estimates of the examlnee’éfunlverse score, uv. - As we have seen,

s —

the error {or noise) in such point estimates of universe scores is given by

a4 ., and ec(d) th?xefore incorporates the appropriate\gz}or variance OZ(A),
v - \ . AN

»

The universe score variance, Gz{n) in 8(d) provides a measure of the dispersion

*

of udniverse scores in ghe popﬁlation; There is a strong precedent in physical

measurement for taking the variability in universe scores.as a measure of the

magnitude of the signal to be detected. General-purpose instruments for
measuring length, for example, are typically evaluated by their ability to

de:ecﬁ differences of the order of magnitude of those encountered in some area

B

of practice. Thus, rulers are adequate in carpentry, but verniers are necessary

»

in machine shops.
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8 and GC for Norm-Referenced Agreement ) a8

-

1§\* The agreement function that isimplicit in generalizability coefficients

(see Cronbach et al, 1972, and Brennan, 1977a) is:

g(_ﬂ _wJ) = 8 - H ST _ (37)

¢ ) "
»” :

where Hp is the expected value of EvI over the population of personé for the

set of items I; that is,

»

§v ‘u+81.w - (33)

N
k vl
™
fl
|<CvY
-y

Similarly,

= p o+ B A (39)

[
wn

né

{<

Lt

The parameters., SI and BJ, are the average values of the item‘éffect for the

~ —_— -

two. samples of items, and they reflect dlfferenﬁet in diffifulty level from

one randomly- selected 1nstance of the testing procedure to another.
\J\
Note that the agreement function for norm—referenged tests, given in.
. . . -
: ’ \ 1 k3 . >
- Equation 37 and the agreement function far domaln—referenced\tests given in

-

———

Equation 27 are both products of deviation scores. The difference between
the two agreement functlons 1s in the nature of the deviation scores that
- are used. The norm—rpfergnced agreement function is defined in terms of

deviations from the population mean for fixed sets of items. These !eviation :

»

ScOres COMpAare the examinee's performance on the set of items to the performance

:

t

Ead . h « N . -




Bl

L. o 3 B \ \ Indices of Dependability
30 .

- ¥

of the population on the same set of items. The domain-~referenced agreement

function in Eguation”27 is defined in terms of the deviation of the examinee's
9 F

scere fro“ fixed cutting score.

~ : N -~

~

. | The Indices %(g) and '65(3) \ -

Using the norm—\re\ferenc\e\ agreement function in Equation 37 and ‘the

i . : :
definition QT—ék’ﬁTa?ﬁd agreement in Equation 2, we obtain

h 4 — . ‘ - 2 _J: *» r N |
- Alg) =, e [I§VI‘ u.) (S5 uJ)] ;o \(40)

N = \ e

and using Equation 25 to replace S, and in Equation 40,

S
vi O vy

-+

Alg) = ¢ [n. + GiB,e) 1o lv + (ng,e) 1 = o2(m. 4 (41)
v,1,J A v z \ vJ v

Similarly, the maximum expected agreement is found by using the norm-

referenced agreement function and the definition of maximum expected agreement

in Eguation 6: \ ‘g

o2 (n8,e)

. _ ) 9 _ 2 :
A (@) E (-S—vI nI) o“ (“n) t o (42)
- v,1 - - n .
” Iz 2
- . . i R )
where n is’ the numbex of items sampled for each instance of the t;esting pro-
cedure. Substituting Equations 41 and 42 in Equation 5, an index of depend-
ability for norm-referenced tests i%s: .
. b a2 ()
N \ 8(g) = — . i (43)
N ' T . ! 62 (“S'e) 4
" S ©oa%(m) +

- m—————
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Using the norm~referenced agreement furiction in Equation 27 and the.

definition of chance agreement in Equation 8, the expected agreement due .
~ - -

”

tce chance is: )

- ((s.. - u)(s .~ )]l .
- N vow,I,0 <L I “wl g
- ) N -
= E [« ng,e) 1 ®-In + (nB,e) ] .
. ; v —y w - wJ
Xl_‘illri - ‘ h— - ' — :

B

EN

¢

Since all of the effects in this eguation areiassumed\to be ‘sampled inde-

pendently,

- \

\
\

@ = 0 o (44

nd, therefore, . .

ec(g) = 68(g). o o (45)

\

The correction for chance has no effect on the norm-referenced dependability

index, because a correction for chance is built into the norm-referenced

N , s s ) . NYS
agreement function in Equation 17. . %

> ? N /“*

Norm-Referenced Loss and 02(6)§ . o /

The loss associéged with the norm-referenced agreement function is found ~

~

by subtracting Equation 41 from Equation 42:

Llg = A (9 -alg = o%(m8,e)/n . " (46) .

——
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. This loss is simply the error variance deéigﬁgted y Cronbach et al (1972)

v

2 ® * . N \ \ K3 > 0
as ¢°{8), which is also the error variance in clasgsical test theory.

.%.;.;»o‘ ) s e . ~
B In norm-referenced testing, we are ihterested in- 7t elative ordering
. - \‘,;”
of individuals with respect to their test performance, for exam , whether .
student A can solve his probiems more quickly than student B" (Glaser, 3,
.- p. 519). Thus, our interest is in "the adequacy of the measuring procedure
; e . ' )
' for making comparative-decisions" (Cronbach et--al., 1972, p. 95). 1In this
situation, the error for a givén person, as defined by Cronbach et al. (1972)
iS - K_‘ ’
‘l F s
s g = S - - (g =~-u
: . o - Sy ("XE ME) (LK u)
N , A
\ ) = + T 4+ + (n ~p=-R_J - + 7 -
- [u v 82» ( S'E)Kl u E? Y v u]
_ (nB,g_)_’I-
! 2
Tﬁe variance of év over the population’of persons and samples of é_items is
. . - B} : |
' o?(8) = o%(nB,e)/n = L(g) . (47) -
) N L v N
Ly . . v . « .
From Equations 14 and 45 \ 2 :
. B A(g) _Jf
o 8(g) = -8 (g) = ; ‘ S
" c = - .
= Al(g) + L(g)
and substituting équations 41 and 47
>

38
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'~
a2 (m)
o) = 8 (g =-— N T (as)
R -t ol(m)a 4 02(8) |
KN ) MR - ‘ | ? B ?
‘which is identical to the generalizability coefficien® ep? given the = oo,

random effects linear model in Equation 25, {Equatlon 48 4s. also eqU1valent
to Cronbach s (1951) coefflcxent alpha and to KR~20 for dichotomously scored

ltems.J : . - o \ .

———

Interpretationxgg 8(g) = éé(3)~ \ .-

;?he third block of Table l summarlzes Yesults for the Rarameters,
. o

A(g), A (g), A (g),\and L(g), "and the agreement rbdlces, 6(3} and @ (g), for

@

the norm- referenced adreement functioms g-+ - \ ‘ o

RN
~ P .

Equatlons 43 and 48 can alsc be interpreted as an intraclass correlélion

i

coefficient, and, as such - they are approxlmately equal to the. expected corre-

latlon between random 1nstances of the testing procedure (1 e., 1ndependenf

A N

random samples of n ltems). Estimation procedures for_generalxzaballty coeffi-~-

- -

, cients are discussed by Cronbach et al. (19?2), and by Brennan (1977&)

From Equatzons 35 and 43 (or 48),\note that 0 (d) and 6 (g) incorporate

the same expected agreement (or sighal) but different deflnltlons of error

variance (loss or noise). For ac(d)\phe erroxr variance is GZ(A), and for

" Bc(g} the error variance is 02(6). It$f0116ws that

W

%@ < 0 (@

because

f a2(8) < o?(a).
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The-difference between GEKA) and o2 (§) is simply 63(89/23 Therefore, QC(Q)\

Eand‘éc(g) are equal only when BI is a constant for all instd@nces of the testing

" \

procedure. The variance component for the main effect for items, o< (B),

reflects differences in the mean score (in the population) for\différent

- *

samples. of items. If we are interested only in differences among examinee

. universe scores, as in norm-referenced testing, then any effect which is a

. > K4 N N
constant for all examinees does not contribute to the error variance. However,

k)

for domain-referenced testing, we are interested in the absolute magnitude
, o ©of examinee universe scores, or the magnitude compared to some externally
defined cutting score. In this case, fluctuations in mean gcores for . .samples

. of items do contribute to error variance. .

-

-

The Effect of Item Sampling.on the Indices of Dependability, 8 and BC

N

itemé Nested within. Persons in the D Study s

B
>

We have examined the implications of using several definitions of agree-

-

ment for randomlv parallel tests. We have assumed that, for each instance’of

\ *

the testing proé%dure, a random sample of items from somé infinite domain is

administered to all examinees; i.e., items are crossed with examinees. Follow-

-

'ing Crogbach et al. (1972), this design is désignated p x'i. ‘Indices that
are appropriate for other designs can be.derived using the approach discugsed

abéve‘ A particularly interesting and useful set of indices is obtained by

r

- : assuming that an independent random sample of items is selected for each :

examinee. Following Cronbach et al. (1972), this design is designated é}ﬁj

+

where QCT colon means "nested within."
‘ /’( "“j\\ . » N
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. &
‘In‘this section it will be conven&ent to make use of the distinction

between a G study and ab study-«a distinction orlglnally drawn by Rajaratnam
(1960) dnd subsequently dlscussed ex;en31vely by Cnonbach et al. (1972).

The purpose of a G study, or generallzablllty.study, is to exaﬁine the‘degend» 2
:‘ébility of»some.measureﬁent procedure. The'purpose of a D study; or decision gg
study, -is to provide the data fsr makin§ substantive desisioﬁs.~ "For example,

the published estlmates of rellablllty for a college aptitude Hest are based
\g C : on a G séudv“ Coliege personnel officers employ these estlmates tq judge the
accy%acy of data they collect on their applicants (D‘study)" (Cronbéch, ;t al.,
N 1972, p. 16). Thg pr1nc1pa1 results of a G study are estlmates of variance '
sf' “ components, which can then be used in a varlety of D stﬁdles. The G stg@y:
~ ~\. and the D study may use the same d951gn or dlfferent d981gns \ Gen;ra11§:‘G 
studies are most useful when Lhey employ srosse%?dgsigns and lérge samp}e sizes
L to\provide stable estimat;s of as many variance comﬁbﬁésts as possibie : '
| Iﬁ previous sectlons of thls paperh we have 1mp11¢1t1y assumed that hoth
the G study and the D study used the- crossed d§31gn, p x 1‘\ We will continue
to assume that variange components have been estlmated from the crossed design.

X

However,*in thls sectidn we will, assume that the D study employs the- i E

x

~design. For example, i computer-a531sted testing it is frequently de31§able

{or even necessary for securlty reasons) that’ each examinee receive a different

-~ -

v -

sét of items; i.e., the D study uses an\i;g_design;~\However, eyeﬁ in such-cases

it is,de51rable that the variance components be estimates from the crossed ‘ -
- : . ~ ’% R .0 .
deslgn, P xi. ‘ LT . ; E o

-

If in the D study each examlnee qets a different.set of items, the item

»

offec* will nof be the same for all examinees. Under these circumstances,
; X R

linear model/for scores on a particular instance of the testing procedure is:
“ L : . .

>

g
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(TTS ,E)VI : N

. (49)

AN
-
?

and the ifem effect is now confounded with the residual, (nB,e) .. It.is’

particularly importfnt to note that, for Equation 49, il

IS

S = 3 ,
—vI

j< ¥y

\\ .\J
)

%

where i+ 1s the grand mean in the population of persons and the universe of

items. The pppuiation mean of the observed scores, §VI

, does not equal nI '

which is the expeéted‘value over the population for a particular set of items,

1. When items are nested wi}hiﬁ persons,
~ ’ *

taking the expected value of the

s

observed scores over the infinite population of examinees implies taking the

expected value over an infinite universe of items. h
- . . .

>

-

Implications for Norm-Referenced andsDomain-Referenced Indices of Dependability

~

Using the linear model in Equatioa 49 anﬁ”the norm-referenced a ;eemenf t

function in Equation 37, it can be shown that:

T

-

i

Alg')

-~

o2(m) +

>
ka
Il

02 ('ﬂ') r

(50) |
"o (B) \\q\JwS.EQ
: +S—— , (51)
n o,
(52) ‘

7

“where the prime following. g differentiates guantities associatedgwith the ‘\\
i"z

nested desigh, i:p, from quantities associated with the crossed design, p x

~
H

. - : 5
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Substituting5these results in Equaéions 5 and 12, we obtain .
* &
. o L -7 \Q 62 (m)
ST egh = 6 (gl = m—— - "(53)
. = C =’ , ;
o \ = Lo o2 (B), + o2 (n8,e)
- ) oS(m) + - -
« * n
2 (m)
= " (54)

- | .. | a?(m) +, 0% (2) . ﬁ \

NN

k)

Note that-both 2(g') and sc(gj) are identical to ac(g); the doﬁaig-référenced

FR N \ - . .;\

dependability index, corrected for chapce, in Equat;on 35‘\ The only\difference

between g(g_) and the usual dependability 1ndex for norm—referenced tests,

3 -~
-

9(g). is that 9(g') has an addltlonal term, UE(B)/n, inkthe denominator.

For norm—referenced tests, when the same items are administered to all

examinees, the ?tem\effect, BI' is a constant for all examinees, and'Uz(B)/g

— ~
y

deoes not enter the error - variance. If items are nested within examinees,
2 too- N
howeVer,\BvI, will geperally be different for each examinde, andygz(ﬁ}jgris part’

—_— s N . .
e

of the error variance.

AN

For the@domaih~referenced agreement function, the agreement indices:developed

from the nested model are identical to those developed from ther crossed model:

#h

— 9@ =8

R

and

S
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The dependability of a domain-referenced teéting procedure is not affected

by whether the D study uses the crossed design, P X1, or ‘the nested design =«
i:p. The aim of domain-referenced testing ;s to provide point estimates of

>

examinee universe scores, rather than to make comparisons among examinees.

The dependability of each examinee's scdre is determined by the number of

2
-

items administered to that examinee, mpt by how many items : b
o 1 N

or which items are a%ginistered to othex examinees. > )

N =
1)

. N .
4

Standardlzatlon of the 1tems used in any 1nstance of the testing pro-

cedure improves the dependablllty of norm-referenced 1nterpretatlons but 5\

i

A

does not improve tha& dependability of domain~referenced 1nterpretat10ns.

- -

~
®

will tengd to improve estimates of group means. If, therefére, domain-

,referencgﬂ tests are to be used for program\evaluation} the §é1ection of

~
v

independent samples of items for dlfferent examlnees provides more dependable

a»
.

\estlmates of group means w1thout any loss in the dependablllty of estlmates

: N Tk S : oo 2

e

. . - N N
-

of examihees' uni-verse scores. : A BN . .

* e N N “ »
W - . \
S . . . N y .

w3

B

;urthermore,_the use of different samples of items for dlfferentqﬁiaminéés <

P

Dy
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. + .« - Summary and Conclusions .

N . . i I . S

Table 1 provides an overview of the major results derived and dis- -

cussed in this paper. Twec indices of dependability, 8 and 6 f are discussed

-

for three differénf agreement functions: the threshold agreement functlon,
AN '~
Ei the domaln referenced agreement functlon, dy and the norm—referénced

v

ggreementvfuncgion,vg, This paper emphasizes consideratidns relevant to

NN
L= . : *

the first two agreement functions, because. the indices of dependability B

associated with them are andlces that have been proposed for domain-referenced

-and mastery tests. The norm»referenced agreement functlon, g, is considered

IS

L
~ -

prxmarlly for purposes of comparlng it w1th the other two agreement functlons.\

K

vy \

' The main purposes ef thls generallzed treatment of indices of dependablllty

e »are 0 provide an 1nterna11y con51stent framework for der1v1nq 1ndloes of

-

dependablllty for domain-referenced tests, and to examine the implications

of choosing a particular index. . ‘ » ¢

~ * N

*y

Our‘discussion\of these issues _has not dictated which 1ﬁaex

~

‘an evaluator should choose in a particular context, but our discussion has

»

~indicated that twe main ‘issues are involved 1n such a ch01ce~ {a) the nature

~ x»
LthnS (or, alternatlvely, loss funotlons), and (b) the use

s .

of aqreement

of an index correcked for chance or not corrected for chance.
- » T w
WitQ respect to'the first issue, two types of agreement functions have

been ;onsidered for mastery tests: the threshold agreement function (Equation
16 or 17) and the domain~referenced agreement function (Equation 27).. The

) ST o \ R \
threshold -agreement function is appropriate whenever the only distinction

R

that can be made usefully is a qualitative distincg&dn»between masters and

B . >

4

o
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" non-masters. If, however, difffrent degrees of mastery and non-mastery

kY

exisg tc an appreciéble extent,/ the threshold agreement function is not
approrriate because it ign

es such differences.
f N

In most educational contexts, differences between masters and non-

. . ‘masters are not purely qualitative. Rather, the attribute that is measured

’ 2 . s N
' is conceptualized as an ordinal or ifterval scale, and the examinees may
1

possess .the attribute to varying degrees even though a single cutting score

~ i

is .used to define mastery. In this context it is{importanﬁ that examinees

o who are far above or below the cutting scoge be classified correctly. The

~
~

~

. misclassification of such examinees 'is likely to cause serious losses. The .
S S~ \ " ’ o
misclassification of exﬁm;nees whose level of ability is close to the cutting -

-
- »

score will involve much &ss serjous losses. Current.technigues fox setting

the cutting score are not very precise, and the ,choice of a cutting score,

v

is to some extent, arbitrary. It is, thérefo*e, relatively less important
that the .testing procedure correctly classify examinees whose level of si;ll

is close to the specified cutting score.

The domain-referenced agreement fdnction, d, in Equation 27 reflects

these considerations.® It assigns a positive value to the agreement whenever

v €

both iﬁstagces of the testing progedure place the examinee in the same category,
and it assigns a negative value to the agreement when the two instances place
an examinee in different categories.' Furthermore, the magnitude of the agree-

ment is determined byfthe distance of the observed scores from the cutting

l
-

score on the two instances of the procedure. v . .
The second issue in choosing an index of dependabil}ty 15 whether to use

the index 98, which is not corrected fGr‘chance agreement, or the index 8 ,
: . c C
@ < : 1, -
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' r , . :
which is corrected for chance. There is no " reason to prefer one

index over the other in all contexts. The two indices provide different
information, and, therefore, should be interpreted.differently. ' For judge~

ments ebout the dependability of é,decision procedure, as applied to a
. R

particular population, indices that are not corrected for chance are more.

appropriate. For judgements about the contribution of tests to the depend-

ability of the decision procedure, indices that are corrected.for chance are

A 4

more appropriate. Subkoviak {Note 3) makes similar statements in hls response

to Huynh s, (Note 5) criticism of coefficient kappa [8 (t) given by Equatlon 23]

It is also useful to note that whether one chooses 6 or 6 ; the expected‘

LY ®
. vy \ =
N q v
loss or error variance remains unchanged. - That_;s, the choice between & and
) 4, " <

ec usually affects the strength of the S1gna1 1n a testlng procedure, but

—~— »

never the strength of the noise (see Brennan and Kane, 1977b). 1In effect,

n

when one chébses BC, the strength of the signal is reduced by an amount

attributable to chance, and it is this reduction of\signal strength that

*€euses chto be less than 9, usuaily. As noted previously; for the norm-

referenced agreement function, g, 9 always egquals 8C becausé chance agree-

> >

ment is zero. Indeed, this is probably\one reason why the distinction

between indices such as 9 and 8c has been ignored in.much of the,literature

N

L2EN

on testing and psychometrics.

\

Prior Information

For the domain-referenced agreement function, d, 0(d) equals Gcig)‘when\

b ——

(u - A)° equals zero, i.e., when the mean, yu, equals the cutting score, 2.

In such cases, ptior iﬁferma;ion about u is of no use in classifying examinees

as masters,; or non-masters; and the dependability of decisions depends entirely

upon the dependability of the test bein§ used. If {u - M)? is very large,

A R4
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-

- . . t
decisions made about a student's masterz Or non-mastery status, solely on the
B . N \ N

basis ¢f'prior information about u, may be highiy dependéble. If, however,

it is 1ifely that™the dependability of decisions could be improved by using

n methods. \ ’ -

gayesiéh procedures (Hambleton and Novick, 1973; Swamlnathan, Hambleton,

- and Algirta, 1975) take advantage of prior information about the population Qgijﬁ

L

using this information and the student's observed score .to estlmate the student“s

~ B @

universe score. The'opplmum weighting of'priof information and test- scores

Y

@ \'\‘ :‘é‘
depends on tbe.prior dist;ibutiog\of universe scores in the population,glhe

a

R . BN

dependability of the testing procedure, and the agreement function (or
B B .
equivalently, the loss function) that is chosen. Although the published

applications of Bayesian methods have used a threshold loss, theée'héthods

are, in principle,sequally applicable for the domain-referenced loss, ¢2(4).

Assumptions about Parallel Tests

‘Throughout this paper, we have assumed that two tests are parallel if )

|
\ \ \ .
they involwve random samples of the same number of items from the same universe, |

N
- . . - 3
N . H

or domain, of items. That is, we have made the assumption of randomly-~

parallel tests, rather than the stronger assumption of classically parallel

NI ‘n . . .
tests. Cronbach et al. (1372) have shown that either assumption can be used

as a basis for defining the generalizability coefficient for the persons

BN
»

crossed with items design; and we have shown that this generalizability
-~ '
¥ -
coefficient is identical to 8(3) = Sc(g) for norm-referenced tests. B&also,

- either assumption, in conjunction with the threshold agreement fnnction, can

2

[,
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Y

be used to derive the indices 3(t) and GC(E). It is interesting to note,

— *

\however, that the Huynh (1976) and Subkoviak (1976) procedures for estimating

3(t) and ec(t) necessitate the assumption of classically parallel tests.

We have argued that the‘ﬁssumption of classically parallbl»téstqkis

@eneraliy inappropriate for a domain-referenced test because, for a domain- T

referenced test, our interest is focused on an examinee's universe score

without régard-to the ‘scores of other examinees. However, if all items in L
. L e \ N N ~
the universe are equally diffizﬁit for the population of persons, then the

item effect, Bi, in Bquation/24 is a constant for all items, and ¢2(4A) equals

— N N 7PN
>
-

T(d). \That\is, the expected loss for.the domain-referenced\agregment function
equalds the expected igss for the norm-referenced agreement function. In ;his
case, the inée; 8(d) in Equation. 33 is idénticél to Bivingstonfs\flqiza;-l9?2b,
1872¢, 1973) coefficient. - |

The differencesS between S(Qf and Livingston's coefficient éra, therefore,

a di:ectjresult of the difference$ between the assumptions of randomly parallel

tests and claésically pArallel tests, respectively. It is important to note, *

however, that neither index is corrected for chance. They both reflect the

~

depéndabixity of a decision procedure, not the contribution of tests to the

dependability of a decision procedure. Also, for both goefficients changes
\ H
in the cutting score, A, affect the coefficients' magnitudes through the

signal strength, not through the noise er error varijiance.
i

¢ N
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Concluding Comments
g
Througflout this paper we have concentrated upon indices of dependability

for domain-referenced tests, and factors that influence the use and-inter-

-

N

‘ pretati%ﬁ of such ,indices. We have particularly emphasized the indices G(Q)

and @C(g) because.they have. broad applicability in\dqmain»referenced~teéting,

—

they are easily compared with the usual norm-referenced indices of depend-

A N

ability, and they can be‘aeveloped using principles from generalizability o

theory--a bféadly applicable psychometric model. Using principles from
generalizébility theory, it is relé%ively étraightforward to define‘e(g) and '

eécg) for. ANOVA designs other than-the iiygle persons-crossed-with;items

design. {See,. for example, oh! treatment of the items nested within persens.’

~
» -

design.) The extension of 6(t) and ec(g)ﬁto other designs is mot so straight-

T

forward,

However, no matter which index of dependability an evaluator chooses,

*
"

it is important that the evaluator recognize the underlying assumptions and

interpret results in a meaningful manner. In this regard, it is often the

case that the magnitude of.an index of depehdability, aipne, provides an

Fand

b

~

insufficient basis for decision-making. It is almost always best to provide,

also, the guantities that enter the index (a,

A, A, and L in Table 1), as
’ ' et T =T
well as the estimated variance components (see APA, 1974). ’

8
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Table 1 »

Coefficients for Different Agreement Functions

Agreement Function

' Parameters Agreement Coefficients
Threshold: Alt) = Xgii 8(t) = EEEE. .
£(S 2,5 ) A (£) =1 , , e e 2
= Sk n 2 "Bys T Ry
L sel N A (t) = Ip, S8 (t) =
O if §1¥_‘¥§Wl L) =EE‘},1 (i# 3
" ]
Domain~Referenced: , A(d) = (- N2 + o?(m) \
| ’ qw - A2+ o2(m)
as; s ) A (@) = (u -2 +ol(m + 02 6(d) = - -
Yo TR : ~ s (w = )2+ o(m) + 0%y
=S . = MI(S .- N A (D) = (u- Rg? "
A v < o o2 (1)
L{d) = ¢?(a) 8 (@) =
| = o2(m) + o2(4)
Norm-Re ferenced: Alg) = g% (m)
, , o2 (m)
g(s _,8 ) A (g) = o°(®) + g () . 8g) =98 (g} = —
YL wI n : g o?(m) + 02 ($)
= (§“‘_\_7_£ - U_I__) (E}{’E - HQ_) ég(g_)\: 0 ) ‘ %
L(g) = a2 (8)
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